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Abstract—In this paper, the goals and problems, as well as the object and the subject, of the study of the theory
of functional reliability of information control systems as a part of general reliability theory are discussed. The
definition of a functional failure of these systems is given, a set of indices of the correctness of implementing
computational and information processes in these systems for federal railway transport is proposed, and a flex-
ible strategy for providing functional reliability of information control systems is considered.

INTRODUCTION

Information control systems (ICSs) for federal rail-
way transport (FRT) are multifunction hardware and
software complexes that gather, convert, accumulate,
process, and transmit information, as well as exert con-
trol (or make decisions for the control) over subordinate
objects [1].

On the basis of ICSs of a lower hierarchical level,
ICSs of higher hierarchical levels are built. These ICSs
are charged with a large number of functions and more
important problems. So, using local networks, distrib-
uted databases, and workstations (WKSs) as the base,
centers of rail control at the federal and regional levels
are organized; these centers are connected with one
another by digital data-transmission networks (infor-
mation networks). On the basis of local area networks,
operating—technological digital and combined data
transmission networks, and the WKSs of train dispatch-
ers, networks of dispatcher control are built.

Despite the wide variety of ICSs for FRT, they have
a number of common features. The main commonali-
ties are the following:

Problem solving on a real time basis.

The necessity of information interchange with a
large number of users.

The relative invariability of a complex of executed
programs for the whole operating time.

Large amounts of information in each control cycle.

Stiffly prescribed terms of solving given problems
under the randomness of external actions.

The structure of ICSs is rapidly rebuilt in accor-
dance with solved problems.

The amount of compound software is comparable
with the amount of hardware (and in a number of cases

exceeds it).

The majority of ICSs for FRT are critical systems
(for them, the cost of errors in the results of the execu-
tion of specified tasks is great).

Errors in the results of operating an ICS are caused,
mainly, by errors in a complex of algorithms and pro-
grams, malfunctions, operator errors, and input-infor-
mation errors. To a significantly lesser extent, errors in
the results depend upon digital-equipment failures,
especially on small time intervals of the task execution.
The functional reliability of ICSs is directly dependent
on the information load, i.e., the parameters of request
flows.

The methods of classical reliability theory give no
way to estimate the faultlessness of executing computa-
tional and information processes in an ICS and the cor-
rectness of the results of given processes. Solving these
problems is the subject of this paper.

1. OBJECT AND SUBJECT FOR THE STUDY
OF THE FUNCTIONAL RELIABILITY OF ICSs

The object of the study of modern reliability theory
is a product (a technical device or a technical system).
The subject of the study are processes of failures and
restoration of the product. Therefore, according to
GOST (State Standard) 27.002-89, the following basic
reliability parameters of a product are taken: mean
operating time to a failure, the failure rate, the reliabil-
ity function (the survival function), mean restoration
time, the (instantaneous) availability function, the oper-
ational availability function, and the efficiency ratio
(for a multifunctional product subject to failures).
These indices allow one to predict, calculate, and esti-
mate the total time needed for repairing the product
over a given long operating period, as well as calculate
the number of failures and restorations, the failure
probability, etc. On the whole, the classical methods of
reliability theory reduce to designing irredundant and
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Fig. 1. Task executions in accordance with received
requests, as well as generating correct output results.

redundant systems and making it possible to determine
a rational strategy for providing the reliability and
restorability of a product [2, 3].

The known methods of reliability theory are not
intended for estimating the correctness of intermediate
and output results in computational and information
networks, the correctness of implementing computa-
tional and information processes in ICSs, and the effi-
ciency of using methods for error protection.

Figure 1 demonstrates two random processes and
the output results of their correct implementation. The
first process is a random sequence of requests 1-5 for
solving given problems. The second process is a time
sequence of task executions (request servicing) and
elimination of incorrect results. The output results are
the probabilities of correct task execution (P;, P,, Ps, ...)
or the functional-failure probability (G3).

On the basis of the common features of ICSs and the
analysis of failures, malfunctions, operator errors,
input-information errors, and program errors presented
in {4], we can assert that providing the reliability of
ICSs refers, mainly, to the problems of determining and
providing the correctness of functional task executions
(Fig. 1) and not to determining and providing hardware
reliability and restorability, as in other technical sys-
tems. Hence, within the limits of general reliability the-
ory, a theory of functional reliability of ICSs for FRT
should be developed.

The object for the study of the functional reliability
is a multifunctional hierarchical information system.

The subject for the study is defined as processes of
occurring, detecting, and eliminating errors in interme-
diate and output results of the system operation that are
caused by its own errors and introduced errors related
to parameters of request flows (that come for servicing,
i.e., for executing given functional tasks).

2. DEFINITION OF A FUNCTIONAL FAILURE
! OF AN ICS

Assume that, at a particular instant, an ICS solves ¢
functional problems. Each problem is implemented by
a single program or a group of programs and is
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described by a set of parameters. A set of possible
parameter values of the ith problem (i € g, where g is
the number of solved problems) we denote by r;. The
set r; contains the subset x; of reliability parameters of
the hardware that is used for solving the ith problem, as
well as the subset y; of reliability parameters of the soft-
ware that provides implementation of this problem, i.e.,
x;crjandy;, Cr;

The set R = (ry, ry, ..., r,) of parameter values of all
problems that are solved at the current instant repre-
sents an instantaneous pattern of the computing envi-
ronment of the ICS; this pattern describes its operation
at the instant considered. The pattern can be processed
in different ways. A typical way of processing is to find

the centroid R of the pattern. In the simplest case, the

centroid can be found by calculating the weighted aver-
age value of the instantaneous characteristics r;. The

coordinates of the centroid R of the pattern define the
functioning state of the computing environment of the
ICS. They depend on possible parameter values X = (x,,
G, xq) of the hardware that is used for the current
solution of n problems and on the possible parameter
values Y = (yy, y3, ..., y,) of the implemented software.

Due to error occurrence and elimination in solving
any one of g functional problems, the coordinates of the

centroid vary with time: a random process R (t) takes
place. Individual realization of this process will be
called a trajectory g of the process of states changing,
and the set of the trajectories will be denoted by G, i.e.,
g € G. The absence of errors in solving any functional
problem on the entire time interval r corresponds to the
trajectory go.

Consider the set U = (i}, iy, ..., i;) of parameter val-
ues of an information process that is running in the ICS
at the current instant. These parameters are the informa-
tion transmission speed, distortions of information
sending through the noise, the number of bits in mes-
sages, time delays in information interchange, etc. The
information process is a random process U(t).

Along with patterns R and U, which describe the
properties of the functional reliability of computational
and information processes in the ICS, one should take
into account the parameters of external factors, whose
values depend on the influence of the environment on
the system. Among them are parameters of request
flows that at random instants of the reception determine
the required amount of hardware for request servicing
and messaging channels, the parameters of information
processing and transmission speed, etc. The totality of
possible parameter values of the jth external factor (j €
m, where m is the number of considered external fac-
tors) will be denoted by Z;. The vector Z = (Z,, Z,, ...,
Z,,) describes parameter values (of external factors) that
are known at the current instant.

Let us introduce the serviceability function F(R, U,
Z, 1), which describes the capacity of the ICS for cor-
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rect solution of different groups of compound func-
tional problems at a time #, as well as for correct recep-
tion and transmission of messages during this time in
accordance with time-varying parameters of external
factors.

The set of states S of the system is divided into two
subsets: S; U S; =S. Here, S; is the subset of function-

ing states of the ICS and S; is the subset of states hav-
ing serviceability levels of the ICS that are lower than a
permissible level. The subset S; is also divided into two
subsets: Sy S; = S;. Here, S, are states in which the
nominal serviceability of the ICS is provided, since all
requested problems have been solved correctly and
completely, with all the given information also having
been received and transmitted correctly (this is
explained by the absence of errors in the system or, at
least, in the operation of the facilities that have been
used for solving the requested problems), and S, are
states of the reduced serviceability of the ICS. The
states S, can also be divided into groups of subsets; for
this purpose, they should be ordered by decreasing the
serviceability levels

Here, S;, and §,, are subsets of states (bordering the

subsets S, and ._S'-f, respectively) of reduced serviceabil-

ity. In this case, the subsets of states S, and S); (k < )
are intermediate between the subsets of states S,

# ads,.

In these terms, a functional failure of an ICS is the

f transition of the processes R (t) and (or) U(t) from one

subset Sy, into another S,; (S); < S),) (or even into 53
having worse values of the serviceability function: F; <

.' F.. The level of the nominal serviceability F, is matched
¥ by the subset of states S,. '

Partial functional failures take place in the cases

§ where the processes R (t) and (or) U(®) transit from one

subset into another one having a lowered serviceability

L level within the set S.

A total functional failure of an ICS takes place in its

L transition from the subset of states S;C S; into the sub-

§  setof states S;C S;, when the serviceability level of the
& system is lower than the permissible one: F; < F..

Hence, the functional reliability of an ICS is its

k. capacity for correctly solving given goal problems
£ under the interaction with external objects.

. 3. INDICES OF THE FUNCTIONAL RELIABILITY

OF ICSs
The indices of the functional reliability are intended

to determine the capacity of ICSs for correctly solving
48 given problems in the operation process. These indices

JOURNAL OF COMPUTER AND SYSTEMS SCIENCES INTERNATIONAL  Vol. 43

are subdivided into the indices of the correctness of the
execution of computational and information processes.

The correctness indices of the execution of compu-
tational processes:

Probability of no-failure solving a problem is the
probability that no functional failure occurs while solv-
ing the problem.

Probability of no-failure run of computational pro-
cesses during a time t is the probability of no-failure
run of process flows and task flows that are imbedded
in them during the time .

Probability of correct run of computational pro-
cesses during a time t is the probability that failures will
not take place or will be prevented by a fail-safe system.

Mean operating time to a functional failure of an
ICS in implementing computational processes.

Mean restoration time of a computational process.

The correctness indices of the execution of informa-
tion processes:

Probability of the error occurrence in a message
transfer.

Probability of no-failure run of information pro:
cesses during a time t.

Probability of correct run of information processes
during a time 1.

Functional-failure rate while running information
processes.

Mean operating time to a functional failure of an
ICS in information processes.

Mean restoration time of an information process in
an ICS.

Integrated indices of the functional reliability of
an ICS:

The functional-availability factor of an ICS is the
probability that, at any instant, the ICS is available for
executing given computational and information pro-
cesses.

The operational functional-availability factor of an
ICS estimates the availability for operating at an arbi-
trary instant and the correctness in a required time of
running specified tasks of information processing and
transmission in accordance with given algorithms.

4. METHODS FOR PROVIDING
THE FUNCTIONAL RELIABILITY OF ICSs

There exist different ways for increasing the reli-
ability of technical devices and systems. Among these
are, primarily, hardware redundancy and time redun-
dancy. The attainment of the efficiency of a structural
redundancy, as applied to the functional reliability, is
problematic. This is explained by the following. Errors
in a computational process cannot be eliminated by
change-over if these errors are caused by random mal-
functions, a program error, input-information errors,
etc. Current errors in an information process are elimi-
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nated by information redundancy (e.g., by noiseproof
message coding), but without using a structural reserve.
A time redundancy can significantly increase the func-
tional reliability; however, it is impermissible to use the
majority of traditional methods of double and triple
computations in real time systems (to which ICSs are
related) due to the limitations of real time.

These considerations imply the necessity of a com-
plex applying flexible strategies of providing functional
fail-safe operation of ICSs. Among these strategies is
the introduction of check points in computational and
information processes. This approach is known; how-
ever, if time intervals between check points are chosen
so that, on time intervals between requests, the detec-
tion and the elimination of partial functional failures
are provided, then the content and the efficiency of such
a strategy radically change. Another efficient strategy
of increasing the functional reliability can be the use of
natural time, functional, information, and structural
redundancy in ICSs. This redundancy is present to a
greater or lesser extent in any technical system, even
more in an information system (e.g., computational
capabilities of computing facilities are employed not
fully, not all given problems are implemented with the
same intensity, an information-transmission channel
capacity is used incompletely, etc.). We can also relate
other nontraditional strategies of increasing the func-
tional reliability of ICSs.

To jointly employ the strategies in question, special
mechanisms for the rational use of redundancy for pre-
venting functional failures are introduced. We shall call
them adaptive mechanisms for providing the functional
fail-safe operation. Together with redundant facilities,
these mechanisms are facilities for providing the func-
tional fail-safe operation (FPF).

Functions of FPF are as follows: detection of the
presence of an error in a program or in hardware oper-
ation, fault localization, fault classification, decision
making concerning the nature of the fault and interrup-
tion of task execution, detection of the location of the
fault, reconfiguration of the ICS and (or) fault masking,
and the restoration of task execution.

Hence, FPF are intended for providing the adapta-
tion of ICSs to functional failures. A number of meth-
ods and engineering solutions concerning the design of
FPF are described in [4].

The efficiency index of FPF is the probability B of
successful adaptation of an ICS with FPF to these fail-
ures

B = P{Q<Q,}.

Here, Q is a resource (structural, time, etc.) that can be
used without sacrificing other efficiency indices of the
ICS for failure protection and €, is the permissible
resource consumption with which one or several effi-
ciency indices of the ICS reach the minimum permissi-
ble value.
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For example, if the resource is time and the permis-
sible resource consumption is, in the particular case, a
Exed permissible pause in operating the ICS 7,, then we

ave

B=P{V<t} = _[f,(r)d:.
0

Here, V is the time interval from the instant of the fault
occurrence to the fault elimination and the restoration
of the computational process of problem solving,
whereas f,(r) is the distribution density of the random
time V.

If the permissible time of a pause in operating the
system is random (V,) and is distributed by the expo-
nential law with parameter p,, then, by the formula of
total probability, we obtain

B = J’P{vs VIpee dt = j fo(t)e ™ dr
0 0

= [ Nsn i

where f¥ (S) is the Laplace transform of function £,().

Let us estimate the probability that, during the task
execution, functional failures will not occur or partial
functional failures that occurred will be successfully
neutralized by the FPF discussed above on the basis of
permissible consumption of redundant resources. We
denote the probability of no-failure task execution by p,
and the probability that functional failures in the FPF
did not occur during the task execution by p;. Then, the
probability of no-failure task execution under the pro-
tection of the FPF is estimated by the relation

Pp1 = PpP1+(1=pp)piBy = 1-8,-81+ 8,8
+Bl(gp_gpgl)'

Here, B, is the probability of successful adaptation of
the first protective level (the protection of problem
solving without the protection by the FPF), g, = 1 —p,;

and g, =1-p,.
Since g; < 1 and g, < 1, with an error that does not

exceed the second-order smallness, the following con-
dition is fulfilled:

Ppr = 1-g:1—8,(1-B1) (4.1)

There exists a direct relationship between the prob-
ability of successful adaptation of an ICS to functional
failures B,, on the one hand, and the probabilities g, and
g, of functional failures of FPF and the problem, on the
other hand. By analogy with [S], we take B, = 1 —
exp[—8(], where the normalization factor 8 = 5-10; { =

81

8 P + 8
probability (and, therefore, also an amount) of the hard-

. Using this relation, the influence of the failure
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ware and software of the FPF on the efficiency of adapt-
ing the ICS to the functional failures is simulated.

Let us estimate by formula (4.1) and the relation
presented above, the type of decrease in the probability
of functional failure as a result of using the protection.
The plots in Fig. 2 demonstrate comparative probability
values of functional failures of the ICS in the runs of
computational processes without using FPF (g,) and
using protection facilities (1 — p,,) for limiting values of
the normalization factor 3.

The obtained results are curious: they testify that,
for a moderate amount of protection facilities (g,/g, <
0.5), the protection efficiency is the highest (it means
the proportional relationship between the failure prob-
ability in problem solving g, or the failure probability
in operating the protection facilities g, and the amounts
of the problems and the FPF, respectively, i.e., g, = W,
and g, = W,). As the amount of protection facilities
grows, the probability of successful adaptation to func-
tional failures increases. However, its increase is oppo-
site to the increase in the probability of functional fail-
ures in the FPF. From this, for g,/g, 2 1, the number of
failures that are eliminated by the FPF becomes less
than the number of functional failures that are intro-
duced by the FPF. Therefore, it is necessary to solve the
problem of determining the permissible unreliability of
facilities for protecting ICSs from functional failures.

Let us determine the permissible limits of the unre-
liability of protection facilities (and this also implies
permissible amounts of protection facilities) in accor-
dance with their efficiency and the unreliability of basic
facilities of process execution.

First, we consider one-level protection. It has mean-
ing only in the case where the condition

pp] = pp

is fulfilled. Here, p,, is the probability of correct prob-
lem solving with the use of the one-level failure protec-
tion and p, is the probability of correct problem solving
without the use of the protection (coincides with the
probability of no-failure task execution). With consid-
eration of (4.1), this condition is transformed into the
inequality

81<8,B:- (4.2)

Inequality (4.2) is of fundamental significance in
designing FPF. First, it specifies that the amount of FPF
must not exceed the amount of hardware and software
of ICSs that solve the given problem. Really, we have
By <1, g =W,and g,= W, where W, and W, are the
amounts of FPF and the facilities for problem solving,
respectively. Hence, from inequality (4.2), it follows
that W, < W, ;. From this inequality it also follows that,
the larger the amount of a solved problem, the more
ramified and efficient the FPF must be. Hence, if
B]' — 1, then Wl —_— Wp.
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Fig. 2. Comparative probability values of functional failures
of an ICS while running computational processes without
the use of facilities for providing functional fail-safe opera-
tion (Sp) and using protection facilities (1 ~pp|) for limiting
values of the normalization factor 8.

In turn, if FPF are inefficient (3, —= 0), then, evi-
dently, it makes no sense to use them (W, — 0).

Let us solve the problem of protecting the protection
facilities from functional failures, which is known as
the “how to guard the guard” problem.

Assume that an ICS has two levels of protection
from functional failures: the first level protects facilities
for problem solving and operates with the probability
of correct operation p; = 1 — g,, whereas the second
level protects the facilities of the first protective level
(the FPF of the first protective level) with the probabil-
ity of the adaptation to failures 3, and operates with the
probability of correct operation p, = 1 — g,. Here, the
second level operates without protection by protection
facilities. Then, the index of correctness of problem
solving is determined as follows:

Pp2 = PpP2(P) + 8B + (1 - Pp)P2(P) +81B2)B,

= pa(p1 +81B2) (pp + 8:B1)-

Example. Suppose that the probability of correct
problem solving by an ICS p, = 0.9 does not satisfy the
requirements of a user. For protection from functional
failures at the first level, efficient steps that provide a
high probability of adapting the ICS to failures B, =
0.99 are taken. Here, the ramified protection facilities
of the first level (FPF1) have a deficient functional
probability p, = 0.95. To protect FPF1 from functional
failures, the second protective level (FPF2) is intro-
duced. This level provides an insufficiently high proba-
bility of adapting to the failures of FPF1 B3, = 0.9, but
its operation is reliable (p, = 0.99).

Under these conditions, the correctness index of
problem solving is evaluated as follows: p,, = py(p; +

2B (P, + g,B1) = 0.98.
Note that, if, in the statement of this problem, we
retain only one protective level, then, in accordance
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with (4.1), the correctness index of problem solving is
evaluated as follows: p,; = 1-g, —g,(1-B,)=0.95 (i.e.,
Pp1 < Pyp2)- This implies the advisability of introducing
the second protective level.

With n protective levels, the correctness index of
problem solving is calculated by the relation

ppn = pn(pn-l +gn-1Bn)
X(Pu-2¥ 8n-2Bu-1)---(P1 + 8B (Py + 8,B1)

n=1

= (1 ‘gn)H(P;"' giBis1)s
i=0

where p, = p, and g, = g,.

It is evident that, at each protective level, the follow-
ing condition, which results from inequality (4.2), must
be fulfilled:

gi'{gl'-—lﬁi' (4-4)
Here, i = T,TI 2
, From (4.4), we obtain the new inequality
gi<&[ B 4.5)

j=1
where g, = g,. This inequality determines the limits of
the advisability of constructing multilevel protection.

Proposition. If condition (4.5) is fulfilled, then it is
permissible to introduce auxiliary hardware and soft-
ware into the ICS for constructing several protective
levels (for error checking, diagnostics, and correction);
this brings about not a decreasing, but an increasing
probability of correct problem solving.

Proof. In accordance with (4.3), we have

n-1

ppu - (l _gn)H(pr' +giBi’+l)
i=0

n=1

= (1-g)[J11 - &1 -Biu )]
i=0
From (4.5), we obtain

g <&[[Bs &i<&][Bisr
i=0 j=0

After substituting these relations into the previous for-
mula, we obtain

n=1

ppn>[l _ngBi]H[l — &1 —Bin)Hﬂju]-

Let us introduce the notation

(1 =B D[ [Bjs1 = As
j=0
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where A; < 1.
The series

n=1 n-1

[T -A1=1-Y A+ A;-...+(-] " 'TTA
i=0 i ij i=1

for A, < 1 is alternating. According to the Leibniz crite-
rion for alternating series, this series converges, since
its terms tend to zero and the remainder of the series R,
has the same positive sign as does the first omitted term

Zij A;; and is less than this term in magnitude. There-

fore, with an error that does not exceed the second order
of smallness, the following condition is fulfilled:

n n-1 i
Ppn >[1 _ngBl}[l _gPZ(l . BE+I)HB_£+1 (46)
i=0 i=0 j=0

Here, the probability p,, is underestimated.

The proposition is valid if p,, > p,; formula (4.6)
implies that this condition holds if p,, > 1 — B, where
Bxy, 1.e., where

n-1

SP[HBH‘ Z(l " B:n)HB;n
j=0

i=1 i=0

—892(1 _BE+I)HBI+1HBE:|<gp'
i=0 j=0

In this case, it is sufficient to testify that the value of
the expression in square brackets is less than one.
Really, since the probabilities B;, B;,,, and B;,, are
always less than one, the value of the expression in
square brackets

I:HBF" Z(l _BE+I)HB;'+I:I

i=1]
is also always less than one.

Thus, under inequality (4.5), the introduction of
auxiliary hardware and software into an ICS for con-
structing several protective levels (for error checking,
diagnostics, and correction) brings about not a decreas-
ing, but an increasing probability of correct problem
solving.

CONCLUSIONS

The presented propositions of the functional reli-
ability of ICSs for federal railway transport are
intended for calculations, prediction, and statistical
estimation of the correctness of obtaining intermediate
and output results in computational and information
networks, the correctness of the execution of computa-
tional and information processes in the ICSs, and the
efficiency of using some methods for protection from
2004
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malfunctions and program errors, as well as errors in
information channels.

These materials agree with the requirements and
materials of CENELEC EN 50159-1 and CENELEC
EN 50159-2 European standards for closed and open
data transmission systems for railway transport, as well
as with the materials of the MEK/IEC 61508 Interna-
tional standard for functional safety.

The questions of determining and calculating some
of the introduced indices of functional reliability have
been solved by a number of researchers. This is true,
primarily, for the following indices: the probability of
failure-free problem solving, mean restoration time of
a computational process, the probability of an error
while transmitting a message, and the mean operating
time to a failure of an ICS in relation to computational
or information processes. At the same time, defining
and calculating other simple indices of the functional
reliability of ICSs require special-purpose investiga-
tions. This is related, in full measure, to the integrated
indices of functional reliability of ICSs. In order to
determine them, it is necessary to design models of
combined flows of functional failures in systems jointly
executing computational and information processes.

To protect ICSs from functional failures, it is pro-
posed to employ in the ICSs facilities for providing the

JOURNAL OF COMPUTER AND SYSTEMS SCIENCES INTERNATIONAL  Vol. 43

functional fail-safety (FPF) that are intended to make
the efficient use of its natural and artificially introduced
resources. The problems of providing the éfficiency of
FPF have been set, and the corresponding indices have
been presented. The introduced auxiliary hardware and
software, in turn, require protection. The boundary con-
ditions that determine the permissibility of introducing
several levels of protecting the ICSs from functional
failures have been found.
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